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Abstract—The paper discusses methodological techniques for increasing the diagnostic value of routine
angiographic examinations of patients. It presents algorithms for digital processing of heart video images,
which make it possible to quantitatively characterize hemodynamics in the coronary bed by determining the
velocity of spread of a contrast agent through the arteries. The proposed approach includes several stages and
procedures and takes account of the errors caused by the movement of the arteries due to the mechanical
activity of the heart. The paper presents the results of estimating coronary blood-flow velocity in a patient
with coronary heart disease, which are compared with computer simulation data. The sources of errors, ways
to minimize them, and prospects for using the proposed methodology for effective angiographic diagnosis are
discussed.
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INTRODUCTION

Atherosclerosis of coronary arteries (CAs) is the
most common cause of coronary heart disease
(CHD). The formation of cholesterol plaques on the
vessel walls forms a narrowing (stenosis) of the CA,
which hinders an adequate blood supply to the myo-
cardium and inevitably leads to decreased efficiency of
the work of the heart. The correct assessment of the
location, specific geometry, degree, and hemody-
namic significance of stenosis determines the choice
of tactics for treating patients: surgical (myocardial
revascularization) or non-surgical (using medication)
[1]. The search for adequate criteria for the effective
treatment of coronary heart disease is an urgent task of
modern cardiology [2].

One of the most common methods for characteriz-
ing the morphology of heart arteries is radiopaque
angiography (in other words, coronarography). A dose
of a contrast agent that is safe for human health is
brought directly to the mouth of the coronary bed and
is visualized by X-ray examination over several
mechanical cycles of the heart. The results of angio-
graphic examination (static images and/or video

records) enable, first of all, the determination of the
area of CA lesion and in some cases its degree as a ratio
of the vessel diameter before the affected area to the
vessel diameter in the zone of stenosis.

Additional and important information on the sig-
nificance of stenosis for myocardial perfusion can be
obtained from the dynamics of blood f low through an
artery. Thus, a number of publications [3–8] have
described approaches for estimating coronary blood
flow velocity from video records obtained during the
examination of patients by computed tomography
(CT), magnetic resonance tomography (MRT), or
two-sided coronary angiography. In particular, the
study [8] considers a method for estimation of coro-
nary blood f low based on the combined processing of
video records made when performing coronary angi-
ography and CT.

The considered approaches have not become
widely used in clinical practice, primarily due to the
limited prevalence of expensive CT and MRT tech-
niques, as well as the significant labor and time costs
required for the procedures and processing of the
results. The current paper discusses methodological
techniques aimed at increasing the diagnostic value of
the routine angiographic examination of patients,
which is widely used in clinical practice. Algorithms
for digital processing of heart video images are pre-
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sented, which enable the quantitative characterization
of hemodynamics in the coronary bed by determining
the velocity of spread of the contrast agent front in the
arteries.

The proposed approach technologically includes
several stages and procedures: (1) improving the qual-
ity of video images, (2) determining the geometry of
the CA, (3) recording the boundaries of the contrast
agent, (4) tracking the movement of the boundaries of
the contrast agent, and (5) calculating coronary
blood-flow velocity. It is important to note that the
algorithms presented in the study take account of the
errors caused by the movement of the arteries due to
the mechanical activity of the heart.

Preliminary Processing of Heart Video Images 
and Determining the Geometry of the Coronary Arteries

The initial data were heart video records with a
frame resolution of 512 × 512 pixels, which were
obtained during the standard procedure of angio-
graphic examination of patients using the AXIOM
ARTIS device (Siemens, Germany). At this stage, the
shutter frequency was 15 frames per second. All
patients were informed and gave written consent to use
of the results of the examination in an impersonal
form for scientific purposes.

The well-established methods of local histogram
equalization and median filtering were used to
improve the quality of the original video records
(increasing the contrast, reducing noise, and remov-
ing artifacts) [9]. As an example, Fig. 1 shows the
result of processing an original heart image by the
method of local histogram equalization for one frame
in the period of contrasting of the coronary arteries. It
is seen that the boundaries of the arteries have
acquired a clearer outline after the processing.

The following procedure is aimed at automatic rec-
ognition of the boundaries of the CA section under
study. This can be done using complex algorithms, for
example, those described in the well-known study
[10]. In the cited study, static images of coronarograms
were initially subjected to the adaptive histogram con-
trasting procedure (an analogue of the procedure, see
Fig. 1). Then the “region-growing” algorithm, which
is the simplest iterative method of image segmenta-
tion, was used. The considered approach [10] takes
into account the curvature of the artery boundaries
and, if this curvature changes sharply, it decides
whether there is a vessel bifurcation site and then
assesses the boundaries of each branch of the CA. The
method is quite computation-intensive and sensitive
to noise on the images. In addition, the authors men-
tion the requirement for a smooth reduction of the
diameter of an artery without its sharp f luctuations as
conditions for using this method; i.e., they impose
restriction on the applicability of the method to cases
of pronounced arterial stenosis.

Our study used a simpler algorithm that does not
make allowance for the branching of vessels. In the
context of the problem solved, there is no need for
automatic determination of the boundaries for the
entire vascular tree; it was enough to accurately visual-
ize the boundaries of the problem CA with stenosis.

The considered algorithm for determining the
boundaries of the vessel works as follows. First, the CA
section of interest is manually indicated on the video
recording frame, which corresponds to the maximum
filling of the CA with the contrast agent. An example
of the construction of the initial indication is shown in
Fig. 2. It is important that markers be placed on the
targeting trajectory with the line extending at a dis-

Fig. 1. Example of using local histogram alignment for the
purpose of enhancing image contrast. The left part of the
figure shows an original coronarogram, and its right part
shows the coronarogram after processing. The branches of
the left coronary artery are shown.

Fig. 2. (Color online) Example of constructing the initial
indication of a coronary artery section for assessing vessel
geometry.
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tance of no more than 2–3 pixels from the outer wall
of the vessel.

The well-known approach described in [11, 12] was
used as a basic method for automatic determination of
CA boundaries. Its essence is that segments are drawn
perpendicular to the line of initial indication with a cer-
tain step with the length of each of these segments being
three times greater than the maximum diameter of the
CA in the section under study (the diameter of the CA
is set as a parameter of the method). This ensures the
ratio at which the perpendicular crosses both boundar-
ies of the vessel. The inset in Fig. 3 shows the position of
one of the perpendiculars to the line that initially indi-

cates the position of the CA and the image brightness

distribution along this perpendicular.

The artery border on the perpendicular was deter-

mined by fitting with the Gaussian function g0(x, y)

[12], which was used as a model image brightness dis-

tribution at the vessel border. A criterion for coinci-

dence between the position of the model brightness

distribution of the vessel border and real image was the

maximum of the cross-correlation function r(∆x, ∆y),

Eq. (1). Earlier we successfully used this approach to

solve similar problems [13]

(1)

where ∆x and ∆y are the spatial mismatch of the model
(g0) and real (g) brightness distribution; σ0 is the stan-
dard deviation of the function g0; N is the size (in both
coordinates) of the image fragment, which is used to
determine the vessel border (as shown in [12], the
adjustable parameter must be approximately 30% of
the artery diameter); and i and j are the steps of sum-
mation by x and y coordinates, respectively.

Throughout the initial targeting line (with a step of
10 pixels), the algorithm gives a description of the
artery boundaries in the form of coordinates of
polyline nodes. For the majority of real images, the
proposed method gives a fairly accurate description of

CA boundaries. However, the accuracy of approach-

ing the boundaries may be insufficient in the presence

of noise in the image, strong crimp of the artery, as

well as in places with a sharp change in the CA border

(stenosis). Therefore, the method of active contours

was used to better adjust the position of the border

points found and decrease the interval between them

[14, 15]. The essence of this method is to minimize the

functional “energy” of a curved line that passes along

the border of objects with a sharp brightness differ-

ence. In this case, the points of an object border (in

our case, the coronary artery border) are automatically
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Fig. 3. (Color online) Graph of the dependence of image brightness on the position on the perpendicular to the initial indication
line. The inset shows a fragment of a CA image with the initial indication line and perpendicular to it; the numbers correspond
to the pixel value.
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arranged so that they are as close as possible to the
points of the greatest brightness gradient.

To determine the profile of the studied CA section,
a central line was built and the dependence of the
artery diameter as a function of distance was calcu-
lated [16]. The diameter of the vessel was determined
as the length of the segment that was perpendicular to
the center line of the artery and was enclosed between
its boundaries.

Since the mechanical activity of the heart causes a
cyclical change in the spatial configuration and shape
of the coronary arteries, the geometry of the vessel of
interest is assessed throughout the full cardiac cycle.
The CA boundaries and vessel diameter are deter-
mined in each frame from the beginning of the
mechanical contraction of the heart. Figure 4 shows
the result of determining the CA boundaries for six
frames of one cardiac cycle, which corresponds to the
full filling of the coronary bed with the contrast agent.
It can be seen that the CA geometry changes signifi-
cantly by the end of the heart contraction cycle.

Thus, the methodical techniques considered in this
part of the study allowed us to obtain clear contours of
the CA and calculate the diameter of the areas of inter-
est during the period of mechanical activity of the
heart, i.e., during the period when the projection of
the heart and configuration and diameter of the coro-
nary arteries change significantly.

Estimation of the Velocity of Movement
of the Radiopaque Agent through a Vessel

After the injection of the contrast agent into the
mouth of the coronary arteries, the vessels are visually
filled within approximately 0.5–1 s, after which the
agent can be observed for one or two more cardiocy-
cles. When reviewing the video frame by frame, one
can see how the contrast agent spreads through the
artery. Consequently, judging by the shift of the border
of the contrast agent front for the interframe interval,
one can get information about the blood-flow velocity
in the corresponding place of the artery.

The solution of this problem has at least two
important aspects that require special attention. The
first aspect is the complex geometry of the CA, which
depends on the mechanical activity of the heart (see
Fig. 4). This greatly complicates the determination of
the path covered by the contrast agent for the inter-
frame interval. In addition, the part of the artery,
which the contrast agent has not yet reached, is almost
indistinguishable on video records. The second aspect
is the periodic movement of the artery and change in
its configuration in accordance with the phases of the
mechanical cardiac cycle.

To minimize the contribution of the mentioned
factors to the accuracy of determining the speed of
movement of the contrast agent through the CA, the
following approach was used. For each frame (F') of
video recording during the period of the CA being
filled with the contrast agent, the closest frame (F'')

Fig. 4. (Color online) Example of frame-by-frame assessment of the coronary artery boundaries in the period of one mechanical
cardiac cycle. The sequence of events is presented from left to right, from top to bottom. The first frame on the left in the upper
row corresponds to the beginning of the systole of the left ventricle, and the last frame in the bottom row corresponds to the end
of the diastole.
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was found, which was recorded during the complete
filling of the artery with the contrast agent (see Fig. 4).
On the one hand, this allowed the video images of the
CA to be bound to the same moments of the cardiac
cycle. On the other hand, it provided the correct infor-
mation about the geometry of the CA at any appropri-
ate point in time during the artery being filled with the
contrast agent.

To determine the frames F' and F" on the video
records that were made at different periods of con-
trasting of the coronary bed, but corresponded to one

moment of the cardiac cycle, the already considered
approach to calculating the cross-correlation function
between image fragments in two frames was used (see
Eq. (1)). Previously, we have successfully applied this
technique to ultrasound diagnostics methods in order
to analyze the regional movement of the heart wall
[17–19] and intestinal motility [20].

Figure 5 shows a frame during the period of the CA
being filled with the contrast agent, with the artery
boundaries being superimposed, but defined in the
corresponding frame in the case of its full filling. The
figure clearly shows the border of the contrast agent in
the artery, as well as the boundaries of the artery itself,
for which the central line and diameter were deter-
mined at the preliminary stage.

The border of the contrast agent front was deter-
mined from a sharp difference in brightness at the cen-
ter line of the CA. Figure 6 illustrates the principle of
determining the border of the contrast agent in the
artery. The image brightness distribution along the
center line of the CA is shown (initial data and after
smoothing filtering). The mean value between the
averaged brightness in the artery section with the con-
trast agent and the averaged brightness in the section
without it was taken as the threshold value for deter-
mining the border of the contrast agent.

Figure 7 shows six consecutive frames of a coron-
arogram, which were made during the period of the
coronary bed being filled with the contrast agent. For
each frame for the artery of interest, a central line is
superimposed, the total length of which corresponds
to the distance covered by the agent over a certain
period of time. The section with a thin line corre-
sponds to the path covered by the radiopaque agent for

Fig. 5. (Color online) Boundaries of the coronary artery
with its partial filling with the contrast agent (see explana-
tions in the text).

Fig. 6. (Color online) Distribution of image brightness along the center line of the CA. The solid line shows the original data, and
the dotted line shows the data after smoothing. 1 is the average brightness of the CA section with the contrast agent, 2 is the average
brightness of the CA section without the contrast agent, 3 is the threshold value for determining the border (4) of the contrast agent.
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the previous interframe interval. The figure qualita-
tively illustrates the stages of spread of the contrast
agent through the artery. It quantitatively contains the
information about the velocity of blood f low through
the CA. The linear velocity v at the moment of time
that corresponded to the frame “i” was calculated by
the formula

(2)

where dSi is the path covered by the contrast agent over
the time interval between frames “i – 1” and “i”; ∆t is
the interframe interval.

Thus, the algorithms considered in this section
allowed us to quantitatively characterize the dynamics
of the contrast agent in the coronary arteries, making
allowance for the peculiarities of their visualization at
various phases of the mechanical cardiac cycle. It
should be added that the blood velocity was estimated
precisely at the site of the artery where the contrast
agent front was at that moment.

Estimation of Blood-Flow Velocity in Coronary Artery 
Stenosis Using a Specific Example

The developed algorithms for determining the
geometry of the coronary arteries and estimating the
velocity of spread of the radiopaque agent in them
based on the angiographic research data were imple-
mented as software in the “Delhi10.3 Community
Edition” programming environment of the “Embar-

=
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t

cadero” Company (free license). The initial data used
were videotaped results of examinations of patients
with coronary heart disease (CHD).

To give an example, Fig. 8 shows a studied coro-
nary artery section with stenosis, and Fig. 9 shows the
sequence of video frames during the period of the ves-
sel being filled with the radiopaque agent. Figure 10
shows the results of estimating the diameter of the cor-
onary artery based on angiograms recorded in two
projections, which are rotated 30° relative to each
other.

According to the data of Fig. 10, the stenotic area
(at a distance of ~70 mm from the beginning of the
studied CA section, see Fig. 9) has an approximately
two-fold narrowing of the artery relative to its diameter
in front of the stenosis (a distance of ~30 mm from the
beginning of the studied section). The root-mean-
square value of the difference in arterial diameters
(a section of 60–80 mm) in the two projections in the
stenotic area did not exceed 9.8% of the average value
of the artery diameter in the same area in the 34° RAO
projection.

Figure 11 presents the results of estimating the lin-
ear velocity of spread of the contrast agent for the con-
sidered case on the basis of two projections of coron-
arogram recording. It can be seen that the absolute
values of the velocity differ for the two projections in
the stenotic area of 60–80 mm. However, the ratio of
the velocities at the site of stenosis (70 mm) and at its
beginning (30 mm) differed by no more than 10% for

Fig. 7. Spread of the contrast agent through the coronary artery vessel after its injection into the mouth of the coronary arteries.
dS1–dS5) is the path covered by the contrast agent in the corresponding frame (see explanations in the text).
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the two projections. In particular, the ratio of the
velocities was approximately 2 for the 34° RAO projec-
tion and 1.8 for the 4° RAO projection. The root-
mean-square value of the difference in blood-flow
velocities through the stenosis area in the two projec-
tions did not exceed 12% of the average value of the
blood-flow velocity in the same area in the 34° RAO
projection. It should be noted that the limitations in
the accuracy of the methods used did not permit us to
detect velocity f luctuations at the narrowed site of the
artery, which was located above the extended stenosis
(see Figs. 8 and 10).

Having the information about the distribution of
artery diameter and linear blood-flow velocity along
the length of the vessel, one can estimate the volumet-
ric blood-flow velocity Q. The volumetric blood-flow
velocity Q for the frame “i” in the place of the artery
where the contrast agent front is located can be calcu-
lated using the standard formula

(3)

where Ai is the cross-sectional area of the vessel in this

section and  is the linear blood-flow velocity calcu-
lated by formula (2).

Theoretically, the volumetric velocity of f luid f low
through the vessel at the same time point does not
depend on the spatial coordinate (if the vessel has no
branches). However, in the proposed method, the lin-
ear velocity of spread of the contrast agent through the
artery was estimated not only in different parts of the
vessel, but also in different phases of the cardiac cycle.
Accordingly, the obtained values of the volumetric
blood-flow velocity have a certain scatter. To reduce
the effect of the method’s errors on the final result of
the volumetric velocity calculations according to (3),
the averaged value of Q over all video frames was used.
For the data used above (see Figs. 10 and 11, 34° RAO
projection), the following estimate of the volumetric
blood-flow velocity over the artery section under study
was obtained: 1.6 ± 0.6 mL/s (p = 0.05; n = 7).

Computer Simulation of Blood Flow
in the Coronary Artery with Stenosis

The hemodynamic situation in the CA (see Fig. 8)
was modeled using the computer simulation by the
finite-element method, which makes it possible to
obtain a numerical solution of differential nonlinear
equations for a laminar f luid f low taking into account
the topology and physicochemical parameters of the
hydrodynamic system. This was done using a com-
puter station based on the SuperMicro 4U 7047A-T
server platform (United States) with 128 GB of RAM
and 32 cores of an Intel XeonX5 CPU with a rate of
3.3 GHz. The simulation was carried out using the
Comsol Multiphysics 5.4 licensed software (Sweden,
license 17074991, core and Microfluidics module).

= v ,i i iQ A

vi

The structure of the artery for the computer model
was obtained from a video frame (see Fig. 8) using the
pattern-recognition algorithms based on the Fourier
analysis of the bitmap image and Bresenham’s algo-
rithms [21]. This problem was solved using an
unstructured mesh of tetrahedral (a mesh with non-
uniform coupling) and a generator of tetrahedral
meshes based on the Delaunay algorithms [22].
Figure 12a shows a fragment of the artery at the border
of the stenosis with a division of the vessel geometry on
the tetrahedral with boundaries (from 0.004 to
0.025 mm). Mesh compression was chosen from the
condition that the gradient of velocity depends on the
distance from the axis of symmetry: the velocity gradi-
ents are small closer to the axis and largest near the
vessel wall.

To solve the hemodynamic problem, a number of
assumptions were used. The values of dynamic viscos-
ity (η = const = 0.00345 Pa s) and density (ρ = const =

1050 kg/m3) of the f luid were set close to those of
blood plasma. The influence of temperature on the
viscosity of the f luid was not taken into account. It was
assumed that the f luid was incompressible, that its vis-
cosity did not depend on the gradient of velocity; i.e.,
a Newtonian f luid was considered. These assumptions
reflect the properties of blood plasma, but do not
strictly correspond to the properties of blood. The
walls of the vessel and stenosis in the model were abso-
lutely rigid due to the lack of real data on the rigidity of
the artery and stenosis wall, which also depend on the

Fig. 8. (Color online) Example of a coronary artery site
with a pronounced stenosis. The place of extensive stenosis
in the middle third at the anterior interventricular branch
of the left coronary artery is indicated by the arrow; 34°
RAO projection.
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functional state of the smooth muscles of the arterial

wall. The aggregation properties were not taken into

account either.

The blood flow in a bulk vessel was defined by the

Navier-Stokes equations for a viscous incompressible

fluid without a time parameter and by the continuity

equation. Gravitational forces were not taken into

account. The “no-slip” boundary condition was applied
[23], i.e., the condition of zero velocity on vessel walls:

(4)

where ρ is the density of the fluid, η is the dynamic vis-
cosity of the fluid, p is the pressure, and V is the velocity
vector that has the components x and y. The conditions

ρ ⋅ ∇ = ∇ ⋅ − + η ∇ + ∇

ρ∇ ⋅ =

( ) [ ( ( ) ),

( ) 0,

T
pV V V V

V

Fig. 9. The sequence of the frames detected during the period of the spread of the contrast agent through the artery section under
study; 34° RAO projection.

Fig. 10. (Color online) Distribution of the diameter of the coronary artery in the studied section. The solid line corresponds to
34° RAO projection; the dotted line corresponds to the 4° RAO projection.
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that the flow must be parallel to the vessel axis were
established for the velocities at the boundaries of the
artery fragment. The initial flow velocity was 15 cm/s.

The systems of nonlinear equations in stationary
and time-dependent conditions were solved using the
Newton damped method [24], when the system is
solved fully coupled. This method is based on the lin-
earization of non-linear equations and solving of lin-
ear equations in a sequence of Newton iterations until
we obtain the desired accuracy. 

Figure 12b shows the color diagram of the distribu-
tion of the instantaneous velocity value over the mesh
model of the CA. It can be seen that the f luid f low
velocity is several times greater at the site of stenosis
than before and after the narrowed site of the artery.
The result obtained is qualitatively in good agreement
with the results of measurements of the velocity of the
contrast agent according to the angiographic data (see
Fig. 11).

Throughout the CA, the perpendicular component
of velocity to the section of the model artery area had
a parabolic profile, indicating a laminar character of
the f low. The initial laminar f low before the stenosis
was observed to have a parabolic velocity distribution
from 0 to 23 cm/s over a 3.5-mm-wide CA section. In
the central area of the stenosis, the velocity distribu-
tion also had a parabolic profile, but the maximum
velocity increased up to 37 cm/s. At the exit of the ste-
nosis, i.e., in the area where the vessel drastically wid-
ened, the velocity profile became different from the
parabolic one, which implies the presence of small
eddy mixing zones in this area. Meanwhile, in the ves-
sel area of 2–4 mm after the stenosis, the instanta-
neous velocity in the central part of the CA remained
elevated (up to 30 cm/s).

In general, the results of computer simulation
allowed us to demonstrate the complex hemodynamic
situation in the artery with stenosis and showed the sim-
ilarity with blood flow measurement data at the qualita-
tive level using the method considered in the paper.

Sources of Errors, Ways to Minimize Them
and Prospects for Using the Proposed Methodology

This paper presents the methodological techniques
for estimating blood f low in the coronary arteries
based on the analysis of heart video images recorded

Fig. 11. (Color online) Distribution of the velocity of spread of the contrast agent through the coronary artery. The solid line cor-
responds to the 34° RAO projection; the dotted line corresponds to the 4° RAO projection.
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Fig. 12. (Color online) (a) Fragment of the mesh model of
coronary artery. The section with stenosis is shown, which
is indicated by the arrow in Fig. 8. (b) The distribution of
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The arrow shows the direction of blood f low.
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during the standard angiographic examination of
patients. It was necessary to solve the problem associ-
ated with the correct description of the velocity of
spread of the radiopaque agent front in the initial
period after the injection of the agent into the mouth
of the coronary bed. It should be noted that a similar
formulation of the problem has already been consid-
ered in a number of studies, the results of which have
been published earlier [25–27].

The algorithms we use for analyzing heart video
images have certain advantages. In particular, they
allow the correction of the trajectory of spread of the
contrast agent through the artery with consideration for
the movement of the vessel and changes in its configu-
ration due to the mechanical activity of the heart. For
this purpose, the configuration of the studied CA sec-
tion was initially determined in accordance with the
phases of the cardiac cycle during the period of the best
visualization of the arteries. The information obtained
was used to more accurately determine the path covered
by the contrast agent inside the artery. Ultimately, this
provided the increased accuracy of calculating the lin-
ear and volumetric blood-flow velocities.

The ratio of the maximum velocity (in the center of
a stenosis) to the minimum velocity (in front of the
stenosis) characterizes the effect of the stenosis on the
blood flow; i.e., it gives additional information for the
choice of treatment tactics. In the usual case of small
lengths of the stenotic artery sites (10–15 mm), the
angle between the blood f low velocity vector and the
angiographic projection plane is not known, but does
not change significantly. This undoubtedly introduces
an error in estimating the absolute values of the blood-
flow velocity, but does not significantly affect the
accuracy of determining the ratio of the velocities in
front of the stenosis and in its center. This judgment
was confirmed by presenting the data on measuring
the blood-flow velocities in two projections, which
were turned relative to each other at an angle of 30°.
The difference in the velocities did not exceed 10%
(see Fig. 11).

Despite the fact that testing of the algorithms on
clinical material and comparison of their work with
computer simulation data have shown quite realistic
and promising results, the limitations of the proposed
methodology have become obvious. Thus, at a video
recording speed of 15 frames per second, the contrast
agent can move by 10–20 mm over the interval
between adjacent frames. Due to the rather large spa-
tial discreteness in calculating the velocity of move-
ment of the contrast agent, an artery section with ste-
nosis can be overlooked. A comparison of the data in
Figs. 10 and 11 illustrates this situation well. There-
fore, the original data must be recorded at the maxi-
mum available speed. For instance, if the speed of
video recording during an angiographic examination
is 60 frames per second, the spatial discreteness of the
obtained estimates is no more than 2–4 mm.

A certain source of errors is the accuracy of record-
ing of the phases of the cardiac cycle. In the present
study, the video images in different periods of contrast-
ing of the arteries were bound to the frame which was
the closest to the end of the heart diastole. To improve
measurement accuracy, it is necessary to synchronize
the recording of images with an electrocardiogram.

The most significant limitations of the proposed
methodology are due to the lack of consideration for
the three-dimensional orientation of the coronary
arteries. This circumstance can be a source of signifi-
cant errors in determining the size of the arteries and
the velocity of movement of the contrast agent in
them, especially in cases with complex stenoses of
CAs. Within the framework of this study, we did not
have the technical ability to compare the accuracy of
the approach considered in the article with the results
of CT or MRT. In principle, it is impossible to do this
in the context of examining the same patient for obvi-
ous ethical reasons. A comparative assessment of the
methods can be indirectly made on the basis of studies
of other authors. For example, the study [28] used the
CT method to estimate the accuracy of measuring the
velocity of water in a model blood vessel in the form of
a silicon tube. The average values of the relative errors
were in the range of 13–26%.

Another paper [29] presents methods similar to ours
for estimating the velocity of coronary blood flow from
2D-angiographic images with the injection of a contrast
agent. In this study, the average linear blood-flow
velocity was measured over a fairly long part of the
artery (several centimeters), and the accuracy of the
method was estimated using the data of intravascular
dopplerometry (this is the most accurate method for
measuring blood-flow velocity at the moment).
According to the results of the examination of
21 patients, the authors found that the root-mean-
square error in estimating coronary blood-flow velocity
using their method was 35% relative to the reference
method.

Thus, the accuracy of estimating coronary blood-
flow velocity according to 2D coronarograms is
approximately 35% versus the accuracy of 13–26% in
the case of using 3D computed tomography data. We
believe that the difference in accuracy between the
methods is quite acceptable, making allowance for the
differences in price and the degree of availability of the
considered methods.

Meanwhile, with consideration for the listed lim-
itations, the proposed methodical techniques can be
useful for solving a number of urgent problems of
interventional cardiology. Thus, the algorithm for
frame-by-frame determination of the boundaries and
configuration of CAs over a single cardiac cycle allows
constructing a video pattern of the coronary bed with
consideration for the features of visualization of the
arteries in different phases of the mechanical cardiac
cycle. This will make it possible to perform surgical
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manipulations in balloon angioplasty and stenting of
CAs without the injection of a radiopaque agent. This
function, which is called the “Roadmap,” is widely
used for stenting of peripheral arteries that are not very
mobile or completely immobile [30].

The considered methods provide additional infor-
mation about the hemodynamic significance of steno-
sis of a CA, i.e., about the contribution of atheroscle-
rotic artery constriction to the blood supply to the
myocardium. Such information is necessary to select
the tactics and scope of treatment of patients with cor-
onary heart disease. Today, the most accurate infor-
mation on the significance of stenosis can be obtained
by the methods of intravascular ultrasound examina-
tion and/or intravascular manometry. The latter
method, which is called “Fractional Flow Reserve
(FFR)” [31], operates with pressure measurement
results before and after the narrowed site of a CA, on
the basis of which the f low velocity gradient is deter-
mined. The same information can be obtained with a
certain degree of accuracy using the proposed meth-
odology, moreover, in the course of a standardized
angiographic study of patients without the use of
expensive equipment.

In addition, the proposed algorithms for describing
the movement of the front of the contrast agent in the
period immediately after its injection into the mouth
of the coronary arteries can be successfully applied to
estimate the rate of the contrast agent moving out from
the heart. Such information has an important prog-
nostic value for a number of clinical cases [6].

In general, the preliminary research results pre-
sented in the paper contain a certain potential for the
introduction of the considered methods into clinical
practice for the needs of modern cardiology. It is
important that the considered algorithms are focused
on increasing the diagnostic value of the most common
and routine method of interventional examination and
treatment of patients with coronary heart disease.
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